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A B S T R A C T   

Cancer immunotherapy is a method of controlling and eliminating tumors by reactivating the body’s cancer- 
immunity cycle and restoring its antitumor immune response. The increased availability of data, combined 
with advancements in high-performance computing and innovative artificial intelligence (AI) technology, has 
resulted in a rise in the use of AI in oncology research. State-of-the-art AI models for functional classification and 
prediction in immunotherapy research are increasingly used to support laboratory-based experiments. This re-
view offers a glimpse of the current AI applications in immunotherapy, including neoantigen recognition, 
antibody design, and prediction of immunotherapy response. Advancing in this direction will result in more 
robust predictive models for developing better targets, drugs, and treatments, and these advancements will 
eventually make their way into the clinical setting, pushing AI forward in the field of precision oncology.   

1. Introduction 

Immunotherapy has long been a key treatment for cancer. In addi-
tion to standard chemotherapy, radiotherapy, and surgery, the contin-
uous development of biotechnology and the characterization of tumor 
molecular mechanisms has led to immunotherapy playing an increas-
ingly important role in cancer treatment and becoming one of the 
leading treatments for cancer [1]. Different from traditional cancer 
treatment methods, immunotherapy is a treatment approach that uses 

the body’s own immune system to fight cancer by targeting multiple 
targets and dynamically modulating the immune system [2]. The two 
primary cancer immunotherapies are immune checkpoint blockade 
(ICB) and adoptive cell therapy (ACT) [3]. The immune system’s 
response to cancer cells, which has been suppressed, is strengthened 
using ICB. In the ICB strategy, immune checkpoint inhibitors, such as 
antibodies neutralized against programmed cell death protein 1 (PD-1) 
or cytotoxic T-lymphocyte-associated protein 4 (CTLA-4), are used to 
reactivate tumor-specific T cells. The use of therapeutic antibodies can 
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help to improve antitumor immunity by directing or engineering im-
mune cells. Therapeutic antibodies (such as anti-CD20 rituximab) bind 
directly to tumor-associated antigens (TAs) to direct immune responses. 
For the ACT strategy, the patient’s own immune cells are harvested and 
modified in vitro to enhance their antitumor ability [4]. Engineered ACT 
therapies, such as CAR-T and TCR therapies, involve the modification of 
a patient’s T cells to enable them to target known TAs [5]. Both types of 
cancer immunotherapy rely on individual patient tumor-specific muta-
tions that promote T-cell-mediated immune responses specific to the 
cancer [6]. In this review, we will discuss challenges in three important 
topics in cancer immunotherapy, including neoantigen recognition, 
antibody design, and immunotherapy response prediction (Fig. 1). 

Neoantigens are mutations that encode immunologically active 
proteins that can cause the immune system to recognize the affected cell 
as foreign. Neoantigens are the key to the development of personalized 
cancer immunotherapies, such as personalized cancer vaccines, ICB and 
ACT [7]. The prediction of neoantigens, also known as neoepitopes, is a 
major challenge for computational approaches to immunotherapy and a 
necessity for narrowing down mutations for inclusion in vaccines or for 
high-throughput methods assessing T-cell recognition in vitro, as only a 
small number of mutations are actually immunogenic [8]. Many neo-
antigens predicted by next-generation sequencing (NGS) may not be 
able to be efficiently translated into proteins or peptides; this may 
explain why NGS predictions of certain tumors are not consistent with 
actual treatment effects [9]. A key challenge for immunotherapies that 
involve the transfer of TCRs into recipient patient T cells is the identi-
fication of safe target antigens. If engineered TCR-T cells cross-react 
with self-antigens in healthy tissue, the side effects can be devastating 
[10]. Not all tumors contain a sufficient number of immunogenic mu-
tations; therefore, identification of a wider variety of shared TAs (gene 
fusions, alternative splicing, mutational frame shifts, endogenous ret-
roviruses) could potentially broaden the scope and number of thera-
peutic cancer vaccines and immunotherapy efficacy assessments [11, 
12]. 

The design of antibodies is a key for therapeutic antibodies or anti-
body–drug conjugates (ADCs) that are used in cancer treatment. There 
are eleven ADCs and two bispecific antibodies, blinatumomab and 
amivantamab, that are alternative forms of approved anticancer anti-
bodies. The success of these antibodies in treating cancer, particularly in 
the treatment of hematological malignancies, has spurred intensified 
efforts to develop next-generation anticancer antibodies with improved 
response rates or durations [13]. The prediction of antibody structure 
has a wide range of applications in the engineering of antibodies. 
Another challenge in computational antibody development is the ability 
to predict ’developability’. The term ‘developability’ of an antibody 
already encompasses a range of desirable drug-like qualities, including 
its manufacturability, storage stability, ease of administration, and 
favorable pharmacological behavior in patients [14]. This approach is 

similar to the Lipinski rule of five, which has proven to be very valuable 
in small molecule drug development [15]. The antibody sequence space 
is estimated to be composed of up to 1018 unique molecules [16]. One 
traditional way to find new antibodies is to create phage display li-
braries. These libraries provide access to up to 1011 possible molecules, 
which is just a small sample of the full possible space [16,17]. The 
challenge for antibody engineers is to develop a computational method 
to explore the antibody sequence space and identify new functional 
antibodies. In addition, all protein-based therapeutics, including 
monoclonal antibodies (mAbs), may potentially be immunogenic and 
elicit immune responses in humans. The immunogenicity of mAbs and 
anti-drug antibodies (ADAs) to cause adverse reactions is also a major 
concern [13,18,19]. 

Significant improvements in the cancer immunotherapy of different 
types of tumors has been achieved. Nevertheless, positive results from 
the treatment are only observed in a portion of patients [20]. The 
mechanisms of immune resistance have become a point of focus. Un-
derstanding the mechanisms of immunotherapy resistance and identi-
fying potential predictors are essential for the development of effective 
treatments. The currently FDA-approved biomarkers for predicting the 
response to immunotherapy are programmed cell death ligand-1 
(PD-L1), tumor mutational burden (TMB), and microsatellite insta-
bility/deficient mismatch repair (MSI/dMMR) [20]. Although some re-
searchers believe that the expression of PD-L1 can be used as a 
biomarker for predicting immunotherapy, good efficacy may still be 
achieved for some cancer patients with low PD-L1 expression [21]. The 
complexity of the tumor microenvironment and the heterogeneity of 
tumor patients mean that a single biomarker cannot be used to predict 
the efficacy of immunotherapy. It is necessary to develop a predictive 
model that includes multiple parameters related to tumor-host in-
teractions [22–24]. On the other hand, immune-related adverse events 
(irAEs) are a continuing complication of checkpoint blockade. Adverse 
events of grade 3 or higher occurred for ≥ 2/3 of patients who received 
anti-PD-1 or anti-PD-L1 drugs [25,26]. It is becoming increasingly 
crucial to comprehend what causes these irAEs and how to address 
them. 

AI technology encompasses multiple technologies with the common 
goal of computationally simulating human intelligence. In the past 
decade, unprecedented success has been achieved in processing natural 
data forms such as images, text, and speech using deep learning (DL) 
algorithms, such as deep neural networks (DNNs) [27,28]. AI has many 
applications in cancer research and precision medicine, such as cancer 
diagnosis, molecular characterization, tumor microenvironment char-
acterization, pharmacogenomics discovery, and clinical outcome pre-
diction [29,30]. AI is excellent for complex pattern recognition in large 
quantities of data and can provide quantitative assessments in an 
automated fashion. AI approaches allow algorithms to become better at 
performing specific tasks and generating decision support systems by 

Fig. 1. Applications of AI in the cancer immunotherapy. AI is being applied to immunotherapy, comprising of three steps: A. identifying novel neoantigens, B. 
designing antibodies, and C. predicting immunotherapy effects. This order of tasks is in line with the process of drug research and development, comprising target 
discovery, drug design, and efficacy measures. 
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accumulating medical data, such as omic, radiology, pathology, and 
clinical data, and associated outcomes. 

Here, we will review the application of AI in immunotherapy, 
focusing on three main themes (Fig. 1). First, tumor neoantigens are the 
basis of immunotherapy, and the use of AI to predict immunogenic 
tumor antigens rapidly and accurately, reducing experimental screening 
and validation, represents a major unsolved challenge. Second, despite 
the significant success of tumor therapeutic antibodies, there is still 
much room for improvement that is inspiring much innovation in anti-
body design. AI-enhanced antibodies hold great potential for further 
success in cancer treatment. Third, we discuss the challenges of pre-
dicting immunotherapy response, i.e., the identification of patients most 
likely to respond to immunotherapy using multimodal, multiscale bio-
markers and the characterization of the tumor immune microenviron-
ment. In the end of this review, we will summarize the challenges and 
current limitations of AI in tumor immunotherapy applications and 
provide our thoughts on how to improve the applicability of AI in the 
future. 

2. AI for neoantigen prediction 

Cancer immunotherapy is based on the body’s antitumor immunity, 
which begins with the activation of specific T cells for tumor elimination 
[31]. Neoantigens are tumor-specific peptides produced by somatic 
mutations that are able to elicit T cell immune responses and therefore 
are potential targets for cancer immunotherapies [32,33]. However, the 
proportion of tumor peptides recognized by T cells is very low [34,35]. 
In this case, it is necessary to precisely identifying neoantigens. There 
are two strategies for neoantigen detection: identifying TAs with T cell 
response experimentally, which is expansive with low efficiency, or 
predicting neoepitopes with computational approaches, which have 
high a number of false-positive results but have been continually 
improved. In this section, we will review applications of AI for neo-
antigen prediction and focus on the type of algorithms, datasets, and 
categories that are cores for these methods. 

2.1. AI for peptide-MHC binding prediction 

The binding of peptides to the major histocompatibility complex 
(MHC) is a key step for immune recognition [36,37]. Although identi-
fying epitopes that activate immune response with this single process 
has been questioned [38], peptide-MHC binding is one of the most 
critical steps for neoantigen prediction in many current approaches 
[39], and many prediction methods are still emerging today. 

MHC molecules are located on the cell surface. They are classified 
into type I and type II molecules, presenting peptides to CD8+ and CD4+
T cells, respectively. Tumor mutant peptides presented by MHCs could 
be recognized by T cells and activate a specific response to eliminate 
tumor cells. For decades, methods for peptide-MHC binding prediction 
have been developed, and MHC I binding methods still represent most 
approaches because the MHC I groove is closed and accommodates only 
short peptides. AI algorithms, especially machine learning (ML) algo-
rithms, have become mainstream with the accumulation of experi-
mental data (Fig. 2); thus, accuracy is continuously improving. ML 
algorithms are a category of algorithms that are used to identify and 
learn patterns in data through the use of statistical methods. Then, 
classifications or predictions are made on new data. In ML, no rigid 
assumptions must be made, and thus, it becomes possible to find com-
plex nonlinear dependencies [40] similar to peptide-MHC interactions. 
There are many ML models, such as neural networks (NNs), decision 
trees, and support vector machine (SVM). 

Data are the core of ML, and initially, algorithms learned from a large 
amount of peptide-MHC binding affinity data. NetMHC [41], which is a 
well-known predictor for peptide-MHC I binding, has been utilized in 
several benchmark analyses [42–44]. It uses binding affinity measure-
ments from IEDB [45] (Table 2) to train an NN model, which acquired 
the nonlinear relationship between peptide sequences and the binding 
affinity of homologous MHC molecules [46]. Using the latest version of 
NetMHC 4.0 [47], more than 90 % of naturally presented MHC ligands 
have been successfully identified with 98 % specificity [48]. However, 
there is a long distance between the identified neoantigens and therapy 
requirements for a high false-positive prediction rate [49]. One potential 
cause for this deviation lies in the methods trained from affinity mea-
surements only modeling a single event for peptide-MHC binding. 

Fig. 2. AI-based approaches applied on neoantigen prediction. The neoantigen processes is showed in the MHC-I pathway. SNV: single nucleotide variants, Indel: 
insertion-deletion, MHC: major histocompatibility complex, pMHC: peptide-MHC complex, TCR: T-cell receptor, TAP: transporter associated with antigen processing, 
LC-MS: Liquid Chromatograph Mass Spectrometer. 
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Realizing this problem, another NN-based method, NetMHCpan 4.0, was 
developed and trained on both affinity measurements and 85,217 MHC 
ligands eluted by mass spectrometry (MS), providing more antigen 
processing signals [36]. The most recent versions are NetMHCpan-4.1 
and NetMHCIIpan-4.0, for MHC I and MHC II ligand predictions, 
respectively. Similar to NetMHC 4.0 and NetMHCpan 4.0, MHCflurry 
[50] was also trained on both affinity measurements and MHC binding 
peptides with MS-identified ligands in training sets expanded to 226,684 
ligands and performed well [46]. The updated version MHCflurry2.0 
was used to train two models to predict binding affinity (BA) and antigen 
processing (AP), separately, on larger datasets. The BA model with 
deeper hidden layers (2–3) outperforms the shallow version, but most of 
the improvement in accuracy may be primarily due to the incorporation 
of new datasets [51]. 

The improvement of data quality, both in data size and relevance to 
the peptide presentation process, and the refinement of AI algorithms 
continue to improve the prediction tools. EDGE is an approach that 
model epitope presentation from two types of MHCs [38]. The training 
sets contain 142,844 MHC-presented peptides from 101 individuals with 
different cancers, which could help to capture more information on 
antitumor immunity [34,52,53], and were used to construct a model 
with DL. In DL, hierarchical layers are used to discover complex patterns 
from high-dimensional data after transforming input in a nonlinear 
fashion. In EDGE, additional allele-specific models and two features, 
transcript abundance and flanking sequence [38,54], are also integrated 
to perfect the pipeline. Furthermore, the performance of EDGE was 
validated with the identification of neoantigen-reactive T cells in cancer 
patients. Different from the methods above, MixMHCped2.0 was trained 
on motifs extracted from MHC I binding peptides with position weight 
matrices (PWMs), which mathematically describe each allele’s binding 
motif by computing the frequency of each amino acid at each position 
[55]. A PWM is a linear-based approach; even so, it has been widely used 
to represent peptide binding to MHCs by deriving the corresponding 
motifs [56–58]. The model seems to perform well [44] and has aroused 
the thought that the MHC binding process is not as complex as it seems 
[59]. In addition, in MixMHCped 2.0, the length distribution and mul-
tiple specificity of peptides were integrated, enabling more features 
related to neoantigen presentation to be addressed. Some other tools 
employed multiple AI approaches in model construction. MHCSeqNet is 
a DL model trained on both MHC binding affinity and MHC ligand 
peptidome datasets [60]. The architecture of the model comprised five 
layers with different NN approaches. For example, Natural Language 
Processing (NLP), which can capture the semantic and syntactic re-
lationships between words in a sentence, was applied in peptide 
embedding layer, and Gate Recurrent Unit (GRU), a subset of RNN and is 
a very useful for fixing the vanishing gradient problem, was chosen as 
the peptide processing layer. 

Although many tools have been developed for MHC I peptide pro-
cessing, predicting neoantigens presented by MHC II is still challenging. 
Firstly, the open groove results in a variant ligand length and flexible 
core position. Secondly, the MHC II pathways are more complex and 
poorly studied compared to those of MHC I. Thirdly, there is limited data 
available. Even so, MHC II target tools are necessary in some cases in 
which neoantigens recognized by T cells are MHC II restricted [35]. 
NeonMHC2 is a specific predictor of peptide-MHC II presentation [61]. 
To overcome the lack of high-quality data required for peptide-MHC II 
binding prediction, a technology that enables efficient isolation of MHC 
II peptides binding a single allele for MS-based identification with 6 
distinct cancer and antigen-presenting cells (APCs) cell lines were 
developed. Then, MHC II binding motifs were resolved from prepared 
datasets, and a model with convolutional neural networks (CNNs) was 
constructed and successful used in the field of computer vision because 
of its proficiency in translationally invariant pattern recognition [62]. 
MARIA is another state-of-art tools for MHC II antigen prediction [63]. 
To comprehensively capture the features in antigen presentation, the DL 
approach integrated with separate models on peptide binding, 

presentation, and cleavage was made. 
The improvement of peptide-MHC binding prediction with AI algo-

rithms relies on datasets meeting requirements related to both quantity 
and relevance to biological processes and ingenious categories for model 
construction. Here, we focus on tools using ML and summarize some 
typical methods with model training-associated information, including 
the approaches, datasets, and assessments in independent studies 
(Table 1). A recent review provided a comprehensive overview of the 
effectiveness and usage of existing tools and pipelines [64]. In addition, 
many benchmarks have been published [44,46,64], but assessments on 
more recent tools are needed. In general, epitope-MHC interactions are 
critical in the process of neoantigen-elicited immune therapy and are 
involved. Accurate prediction of MHC binding or presentation could 
undoubtedly contribute to neoantigen identification, but defining true 
neoantigens requires the use of AI to build analytical tools for other 
critical steps, such as peptide posttranslational modification and 
immunogenicity [59]. 

2.2. AI methods for peptide immunogenicity 

Immunogenicity is the ability to induce adaptive immune responses 
[65], which are necessary for neoantigens to be used in tumor immu-
notherapy through T cell response activation. The fraction of somatic 
mutations to be recognized by a spontaneously occurring T cell response 
in a given cancer is very small [34,35,66], and the reason why some 
mutant peptides are immunogenic and others are not is not clear [67]. In 
this case, approaches for distinguishing immunogenic peptides are 
needed. As mentioned above, the processes of peptide binding and 
presentation by MHCs are crucial for T cell recognition, and great im-
provements have been driven by the increase in MS data and ML models. 
However, the information directly related to peptide immunogenicity 
cannot be captured. Therefore, several tools trained from 
immunogenicity-related data or features with AI categories have been 
developed. 

It was suggested that peptide-MHC binding stability could be 
correlated with immunogenicity in the early days [36]. Peptides that 
elicit immune responses need to have stable binding to MHCs to form 
peptide-MHC complexes (pMHCs), which are then transported to the 
cell surface and maintained for a long enough time to be recognized and 
bound by T cell surface receptors (TCRs). NetMHCstabpan is an 
NN-based method trained on the half-life of MHC I [67]. The combi-
nation of predicted pMHC affinity and stability can significantly 
improve the ability to screen epitopes recognized by T cells [67,68]. 
Furthermore, the performance of affinity and stability predictions in the 
case of the differences in the amounts of available data was compared 
using balanced networks. The process of neoantigen calling T cell im-
mune response is diverse and involves multiple steps, which make it 
challenging to predict with a single feature. In Neopepsee, collected 
epitopes exhibit T cell response, and on the basis of 14 selected immu-
nogenicity features, ML-based classifiers for four models were con-
structed: Gaussian naïve Bayes (GNB), locally weighted naïve Bayes 
(LWNB), RF, and SVM [38]. Although limitations may exist on training 
sets lacking negative candidates corresponding to verified neoantigens, 
integrating multiple features for model learning could be a useful 
strategy as described in another study [69]. To better utilize immuno-
genicity for neoantigen prediction, methods based on more complicated 
algorithms have gradually been developed. In DeepHLApan, two 
models, the binding model and immunogenicity model, were con-
structed to separately predict the probabilities of presenting peptides to 
the cell surface and eliciting T cell activation [70]. To achieve these 
goals, datasets of peptides with MHC binding and immunogenicity 
measurements were collected. Then, RNN, which is a DL approach that 
handles variable-length sequences with a recurrent hidden state whose 
activation at each time is dependent on that of the previous time, was 
applied for training. Using this method, an immunogenic score for 
querying peptides can be output and applied to CD8+ T cell epitopes. 
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Table 1 
Application of different AI algorithms in immunotherapy.  

1. AI-based methods for neoantigen prediction 

Name Year MHC Approach Neoantigen process Type of learning data Training sets Independent 
benchmark 

EDGE [38] 2019 I/II DL MHC binding MHC ligands 142,844 peptides from 101 samples  
DeepHLApan  

[225] 
2019 I RNN MHC binding & TCR 

binding 
MHC ligands & T-cell 
recognized neoepitopes 

437,077 peptides for binding model & 32,785 
peptides for immunogenic  

NMER [63] 2021 I RF TCR binding T-cell recognized 
neoepitopes 

185 neoepitopes identified by TILs from 96 
samples  

NetMHC-4.0 [47] 2016 I NN MHC binding Affinity measurements Affinity measurements from IEDB [44,46] 
NetMHCpan-4.0  

[36] 
2017 I NN MHC binding Affinity measurements & 

MHC ligands 
Affinity measurements from IEDB & 85,217 
peptides 

[44,46] 

NetMHCstabpan  
[67] 

2016 I NN pMHC stability Half-life of pMHC in vitro 28,166 binding measurements [44] 

MHCflurry [50] 2018 I NN MHC binding Affinity measurements & 
MHC ligands 

230,735 affinity measurements & 226,684 
peptides 

[44,46] 

MHCflurry-2.0  
[51] 

2020 I NN binding affinity & MHC 
ligands 

Affinity measurements & 
MHC ligands 

219,596 affinity measurements & 493,473 
peptides for binding model; 399,392 peptides 
for presentation model  

Neonmhc2 [61] 2019 II CNN MHC binding MHC ligands > 50,000 peptides  
Neopesee [226] 2018 I ML Immunogenicity Epitopes with T-cell 

response 
311 neoepitopes with T-cell response  

pMTnet [227] 2021 I DL Immunogenicity Affinity measurements & 
pMHC-TCR pairs 

172,422 affinity measurements & 243,747 
human TCRβ CDR3 sequences & 32,607 
pMHC-TCR pairs  

ForestMHC [228] 2019 I RF MHC binding 9-mer peptides from MS > 160,000 peptides  
PRIME [96] 2021 I LR MHC binding & TCR 

binding 
Peptides with 
immunogenicity or not 

4958 peptides [229] 

MARIA [54] 2019 II RNN MHC binding & protease 
cleavage & expression 

MHC ligands 8374 peptides for presentation model & 
33,909 peptides for binding model & 12,150 
for cleavage model  

MHCSeqNet [60] 2019 I NLP, 
GRU 

MHC binding & ligand 
prediction 

MHC ligands 228,348 peptides  

HLAthena [230] 2019 I NN MHC binding MHC ligands > 185,000 peptides  
NetTCR-2.0 [231] 2021 I/II CNN Immunogenicity TCR-peptide pairs 9204 CDR3β-peptide pairs & 4598 CDR3α-/ 

β-peptide pairs  
NetMHCPan-4.1  

[232] 
2020 I NN MHC binding Affinity measurements & 

MHC ligands 
208,093 affinity measurements & 665,492 
peptides  

NetMHCIIpan-4.0  
[232] 

2020 II NN MHC binding Affinity measurements & 
MHC ligands 

108,959 affinity measurements & 381,066 
peptides   

2. AI-based methods for antibody design 

Role Name Model Training input Description Ref. 

Target binding 
prediction and 
optimization 

Ens-Grad Ensemble of CNN 51,130 CDRH3 sequences and their R2- 
to-R3 enrichment in phage-display 
panning 

Designing antibody CDRH3 regions with 
target affinities and improved specificity 

[107]  

- CNN CDRH3 sequences of 11,300 binding and 
27,539 non-binding trastuzumab 
variants 

Optimization of trastuzumab in affinity and 
pharmaceutical properties 

[108]  

- CNN and generative adversarial 
network 

6003 non-binder and 1345 binder 
sequences for CTLA-4; 6052 non-binder 
and 1719 binder sequences for PD-1 

Classifying and generating sequences of 
CTLA-4 and PD-1 binding antibodies 

[109]  

- LSTM 959 VH sequences Generating antibody sequences with 
improved affinity to kynurenine 

[110]  

- linear discriminant analysis model 4000 sequences (2000/2000 with high 
and low specificity; 1516/2484 with 
high and low antigen binding) 

Co-optimizing the affinity and specificity of 
emibetuzumab 

[111] 

Antibody structure 
prediction 

DeepH3 Series of CNN 1388 structures from SAbDab Predicting inter-residue distances and 
orientations of antibody CDRH3 region 

[116]  

DeepAb ReNet and bi-LSTM encoder 118,386 paired sequences from the OAS 
database and 1692 structures from 
SAbDab 

Predicting relative distances and 
orientations of antibody Fv region and 
realizing structure by Rosetta 

[121]  

DeepSCAb ResNet for the inter-residue module 
and a transformer encoder model 
for the rotamer module 

1433 structures from SAbDab Predicting full Fv structures including side- 
chain geometries 

[126]  

ABlooper five E(n)-equivariant graph neural 
networks 

3438 structures from SAbDab Predicting structures of antibody CDR loops [127]  

NanoNet Two 2D CNN ~ 2000 heavy chains of mAbs and 
nanobody structures 

Modeling nanobodies and VH domains of 
antibodies 

[130] 

Pharmaceutical 
property 

AbLSTM Bi-LSTM network 25,000 antibody sequences from BCR 
repertoire sequencing 

Evaluating the nativeness of antibody 
candidates 

[135]  

BioPhi RoBERTa transformer encoder 
model for Sapiens 

Human antibody repertoires in the OAS 
database 

A platform composed of OASis which is for 
antibody humanness evaluation and Sapiens 
for antibody humanization 

[136]  

solPredict Protein solubility data of 220 antibodies [138] 

(continued on next page) 
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Some other tools make use of data closer to the “real scene”. NMER, a 
model for MHC I neoepitopes, was trained on 185 neoantigens recog-
nized by tumor infiltrating lymphocytes (TILs) and corresponding 
negative controls from 96 individuals with metastatic cancers [61]. The 
high-quality data and RF model were used to provide an estimate of the 
relative influence of multiple features of MHC I epitopes and facilitate 
neoantigen identification. 

In addition, pMHC-TCR binding prediction is a way in which to 
measure the ability of epitopes to elicit T cell immune responses directly. 
The TCR binds to the pMHC by interacting with the side chains of 
peptides exposed on the outside of the MHC groove [71,72]. The same 
neoepitope-MH complex can bind to T cells with different TCRs, which 
may be composed of molecularly distinct α- and β-chains [73–77]. 
pMTnet can be used to predict TCR binding specificities of neoantigens 
presented by MHC I. It utilizes the TCR sequence, pMHC binding affinity 

measurements, and TCR-pMHC binding pairs to train multilayer net-
works with transfer learning, a branch of DL that applies additional data 
or existing models to relevant new tasks. To lower the difficulty level of 
the prediction task, three steps were performed. The protein sequences 
of epitopes and MHC and the TCR sequence (CDR3β) were modeled into 
numeric embedding in the first two steps. Then, these two embeddings 
were combined into the final model, which was used to the predict TCR 
epitope binding specificity given the sequence of the TCR and epitope 
and the type of MHC I. 

Another approach is to identify TCRs specific to available neo-
antigens to promote the understanding of pMHC-TCR binding mecha-
nisms and measure peptide immunogenicity. Some clustering-based 
methods were developed. iSMART is used to group TCRs by their CDRβ3 
sequence to identify tumor antigen-specific TCRs through pan-cancer 
multi-omics analysis [78]. In addition, novel tumor-associated 

Table 1 (continued ) 

2. AI-based methods for antibody design 

Role Name Model Training input Description Ref. 

Support vector machine and 
random forest models with 
language-based transfer learning 

Predicting the apparent solubility of 
antibodies in histidine (pH 6.0) buffer  

DeepSCM 1D CNN 6596 antibody Fv sequences and their 
SCM scores 

A surrogate model for the SCM to predict 
antibody viscosity 

[140]  

- Random forest classifier 64 clinical-stage antibodies and their PK 
data 

Identifying biophysical assays and in silico 
properties correlated with antibody PK 

[144]  

3. AI-based methods for immunotherapy response prediction  

Target Summary Data type Tumor type Technology Validation Ref. 

Prediction of 
associated 
biomarker 

MSI Predict MSI directly 
from H&E histology 

H&E histology Gastrointestinal 
cancer 

CNN with deep 
residual learning 
(resnet18) 

AUC = 0.84 [158]  

MSI or dMMR Identified dMMR or 
MSI from H&E-stained 
slides 

H&E-stained slides Colorectal cancer Modified ShuffleNet/ 
MobileNetV2 
architecture 

AUPRC = 0.92–0.931, 
66.6–67 % SPE and 
76.0–95 % SEN 

[161, 
163]  

PD-L1 score Quantitatively 
analyze the PD-L1 
score of tumor cells 

PD-L1-stained digital 
images 

Cutaneous 
melanoma 

ML algorithm 
(random forest 
classifier) 

Correlation between label 
and prediction (r = 0.97, 
P < 0.0001). 

[164]  

PD-L1 expression Predict the TPS of PD- 
L1 expression 

WSIs of the 22c3 assay Non-small cell lung 
cancer 

U-Net structure with 
residual blocks 

ACC = 0.9326 and 
SPE = 0.9641 

[166]  

TMB Predicting TMB from 
histopathological 
images 

H&E-stained 
histopathological 
slides 

Lung 
adenocarcinoma 

Inception-v3 and the 
random forest 
architecture 

AUPRC = 0.92, 
precision = 0.89 

[168]  

TMB status Predicting TMB from 
images and clinical 
information 

Histopathological 
images and clinical 
data 

Colorectal cancer Multi-modal deep 
learning model based 
on ResNet 

AUPRC = 0.817 [172] 

Deciphering 
TME 

TME 
reconstruction 

Prediction of 51 
unique cell 
subpopulations 

Bulk RNA-seq Pan-cancer from 
TCGA 

Decision tree ML 
deconvolution 
algorithm 

Cytometric, 
immunohistochemical, or 
scRNA-seq 

[182]  

TILs maps Predict spatial 
patterns of TILs 

H&E images 13 TCGA tumor 
types 

Semi-supervised 
CNN and 
unsupervised CAE 

Prediction correlate with 
pathologist and molecular 
estimates 

[189]  

Tumor 
Cellularity 

Predict tumor purity 
from H&E Image 

Whole Slide H&E 
Image 

Breast cancer Weakly-supervised 
segmentation model 
with Resnet-34 

Cohen’s kappa 
coefficient = 0.69 

[193]  

TME Predict spatial 
mapping of multiple 
cell types 

H&E images and 
spatial transcriptomic 
data 

Lung 
adenocarcinoma 

CNN Correlated with bulk RNA- 
seq 

[202] 

Directly 
prediction 

Immunotherapy 
response 

Predict ICI treatment 
responses in three 
different cancer types 

Clinical outcome and 
transcriptomic data 

Melanoma, gastric 
cancer, and bladder 
cancer 

Protein–protein 
interaction network 
(PPI)-based ML 

AUCs > 0.7 [207]  

Immunotherapy 
response 

A predictive model of 
immunotherapy using 
genomics data 

Genomic data and 
RNA-seq 

29 cancer types 
from TCGA 

MultiModal Network Compared to benchmark 
markers (p = 0.009) 

[208]  

ICB efficacy Predict ICB response Genomic, molecular, 
demographic and 
clinical data 

16 different cancer 
types 

Ensemble learning 
random forest ML 
model 

Pan-cancer AUC = 0.85 [209]  

Immunotherapy 
response 

Prediction of response 
to PD-(L)1 blockade 

Medical imaging, 
histopathological, and 
genomic features 

Non-small cell lung 
cancer 

Multiple-instance LR 
and multimodal 
dynamic attention 

AUC = 0.80 [216] 

The indirectly strategy means that AI is used to predict TMB, MSI status, PD-L1 expression or TME cellular composition. The directly strategy means that AI is used to 
directly predict treatment response. A selection of representative studies have been referenced, and it should be noted that the list may not encompass all categories 
completely. 
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antigens were also found using this model. DeepTCR is a platform able to 
model complex TCR sequencing data by learning a joint representation 
of a TCR by its CDR3 sequences and V/D/J gene usage [79]. The model 
applied both unsupervised and supervised DL on TCR sequences to learn 
patterns for descriptive or predictive purposes, and improved 
antigen-specific TCR classification. 

Although T cell acts a pivotal part in immunotherapy with neo-
antigen, the role of B cells is also noteworthy. B cells can act as APCs to 
assist in neoantigen spreading [80] or be activated to differentiate and 
produce tumor-specific antibodies [81]. A study of murine lung adeno-
carcinoma (LUAD) found that B cell-recognized neoantigens drive 
tumor-specific B cell and TFH cell responses which is important for 
anti-tumor effector CD8 T cell responses [82]. Therefore, the ability to 
elicit B cell response as epitopes can be used to evaluate neoantigen 
immunogenicity. B cell epitopes are divided into two categories: linear 
and conformational epitopes [83]. ML methods for B cell epitope pre-
diction have been used, such as neural network, SVM or random forest, 
which are trained on features of known B cell epitopes [84]. For 
example, EpiDope trained a DNN with almost 25,000 experimentally 
verified epitope and non-epitope regions for linear B cell epitope pre-
diction [85]. Epitope3D collected almost 1600 unbound antigen struc-
tures from experimental antibody-antigen complexes to predict 
conformational B cell epitope with Adaboost classifier [86]. Till now, 
optimization on neoantigen selection based on B cell reorganization 
faces great challenges because of the low performances of B cell epitope 
prediction tools [87] and the lack of B cell response to 
neoantigen-targeting vaccines [88]. 

Neoantigen prediction based on immunogenicity with multiple in-
dicators integrated with AI modeling has gradually become mainstream, 
and problems have emerged, including the definition and integration of 
standard data and the evaluation of different methods [86] (Table 1). 
Furthermore, although sequence-based methods have developed 
rapidly, insights into the structure-dependent mechanisms of 
epitope-specific T cell recognition is also important [87]. Approaches for 
structural modeling [88], such as AlphaFold [89], would help. 

2.3. Neoantigen prediction with multiple dimensions 

In addition to MHC presentation and TCR recognition, studying other 
processes can also help with neoantigen identification. Next, we will 
present some AI-based methods focusing on these processes (Fig. 2). 

In the approach of computational neoantigen prediction, aberrant 
peptide detection is the first step, and somatic mutations, including 
SNVs, small insertions, deletions (indels), frameshift mutations, and 
gene fusions, are the source of the most characterized neoantigens [9,90, 
91]. Among these, SNVs and small indels are commonly studied. In 
MuTect, a Bayesian classifier is applied to detect somatic point muta-
tions [92]. A Bayesian classifier is a type of ML classifier based on Bayes’ 
theorem, which is simple and effective for predicting a class of datasets. 
The method takes tumor and corresponding normal samples as input 
data and is sensitive to low-allelic fraction events. When translated into 
the cytoplasm, the neopeptides need to undergo proteasome cleavage 
and transport before binding to the MHC molecule. NetChop was trained 
on MHC I ligand data using an NN to predict the combined specificity of 
cleavage by immunoproteasomes and constitutive proteasomes [93]. 
Furthermore, TAP and MHC affinity data were integrated in NetChop for 
better effect. Another method that was used to perform predictions for 
all MHC I molecules is NetCTLpan [94]. AutoRT has been used to predict 
peptide retention with high accuracy [95]. Peptide retention time is an 
intrinsic feature that refers to the time points when peptides elute from a 
liquid chromatography (LC) column, as recorded by the instrument. The 
method was trained on more than 100,000 peptides using DL and can be 
used to classify tumor-specific peptides. 

Furthermore, some other properties are lacking in AI-based pre-
dictors but show impressive performance for neoantigen ranking, such 
as peptide foreignness and agretopicity [39], which means neoepitopes 

with similar sequences to pathogen peptides or dissimilarity to self are 
more likely to elicit T cell responses [73]. Recently, the two features 
were demonstrated in PRIME, a predictor of immunogenic epitopes, but 
were not combined in the model [96]. AI approaches may be effective in 
modeling them through training on peptidome datasets. 

As AI-based tools for neoantigen prediction cover more processes, it 
will be a challenge to integrate multiple processes. pTuneos [97] is a 
computational strategy that is used to determine neoantigens with 
multiple dimensions, such as MHC I presentation, T cell recognition, 
proteasome cleavage, and TAP transport. In this study, a novel RF model 
was used to score the epitope based on the related features. pVACtools is 
a cancer immunotherapy tools suite for neoantigen identification and 
visualization [98]. The framework produces an end-to-end solution for 
neoantigen characterization and DNA-based cancer vaccine design. 
Several features were considered for neoantigen ranking, and the MHC 
presentation model supports many current methods, of which eight are 
for MHC I and four are for MHC II. 

The size and quality of training data are at the heart of all ML and DL 
models and largely determine their performance, robustness, and ac-
curacy [59]. Thus, training and integrating models from datasets from 
multiple types can be useful. There are basically three types of data used 
in current neoantigen prediction methods: binding affinity data, eluted 
peptide MS data, and T cell assay data. IEDB is a free resource that allows 
the user to easily search for experimental data characterizing antibodies 
and epitopes studied in humans, nonhuman primates, and other animal 
species [99]. The database was established in 2004 and now contains 
more than 1,500,000 epitopes primarily gathered from more than 23, 
000 studies, and the data are continually expanded. Epitope information 
can be obtained from assays of B cells, T cells, and MHC ligands. Data-
bases of validated neoantigens collected from a large number of studies 
could be useful without considering data imbalance [67]. dbPepNeo is a 
database of human neoantigens that have been experimentally validated 
and compiled from immunology literature and existing databases 
(Table 2). In its updated version, more than 800,00 neoantigens were 
provided with additional novel data types, such as MHC II neoantigens 
and fusion or noncoding region-sourced neoantigens. Immune cells 
recognize heterogenous molecular structures through immune receptors 
(BCRs and TCRs). Neoantigen-TCR interactions can be learned from the 
immune repertoire, which has been reviewed in detail in other articles 
[59]. 

3. AI-aided design of therapeutic monoclonal antibodies 

Since the first monoclonal antibody (mAb), rituximab, was approved 
in the USA for the treatment of patients with non-Hodgkin’s lymphoma 
in 1997 [100], mAbs have become a major component in cancer ther-
apy, topping the list of best-selling drugs worldwide, largely owing to 
their high degrees of specificity and efficacy [101]. However, most of 
the antibodies on the market were developed using conventional dis-
covery techniques, namely, display library screening and animal im-
munization, which are time-consuming and labor-intensive. For 
continued exploitation of therapeutic antibodies, it is critical to identify 
novel methods to mine these molecules more efficiently. The develop-
ment of computational methodologies and ML approaches in the past 
decade opened a new era of in silico antibody engineering, as summa-
rized by other teams [102–105]. In this part, we mainly focus on new 
possibilities that DL brings to therapeutic antibody design in terms of 
structure prediction, target binding screening and affinity maturation as 
well as pharmaceutical property prediction (Fig. 3). 

3.1. AI for target binding antibody screening and affinity maturation 

The advent of high-throughput sequencing (HTS) has enabled much 
easier and inexpensive access to large-scale antibody sequence infor-
mation [106], offering a powerful method for screening hybridoma, 
phage, or yeast display libraries. However, even at the hundreds of 
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millions scale, there still exists a large, unexplored latent sequence 
space, where the unique advantages of DL can be integrated to make 
rational predictions. In this aspect, Liu’s team provided a successful 
example combining a phage display library, HTS and NNs to design the 
heavy-chain complementarity-determining region 3 (HCDR3) of anti-
bodies for desired affinity and specificity [107]. Instead of using accu-
rate antibody affinity data, they applied round-to-round sequence 
enrichment during library panning as a measurement of antibody af-
finity and designed an ensemble of 18 NNs with 6 different architectures 
to predict the enrichment of antibodies outside the training space, which 
was demonstrated to outperform any single network in all metrics 
considered. To propose novel sequences with improved affinity, the 
authors further employed a gradient-based optimization framework 
(Ens-Grad) to provide modification strategies maximizing the enrich-
ment of output sequences. As validated by experimental methods, the 
optimized sequences produced by Ens-Grad possessed on average and at 
the extremes better affinities than those observed in the training set, 
thus demonstrating the great potential of DL to empower conventional 
antibody affinity engineering schemes. 

In another work, Mason et al. combined a mammalian cell display 
library with DL to optimize the classic therapeutic antibody trastuzumab 

targeting human epidermal growth factor receptor 2 (HER2) [108]. 
Although only the variable HCDR3 region was considered, the theoret-
ical protein sequence space was still too large due to combinatorial ex-
plosion and contained sparse potential binders. To address this problem, 
the authors performed single-site deep mutational scanning (DMS) in 
the HCDR3 of trastuzumab to guide the rational design of the combi-
natorial mutagenesis library, whose theoretical size was sharply reduced 
from 1013 to 7.17 × 108. By sorting a miniscule library of 104 variants, 
they identified 11,300 and 27,539 unique HER2 binders and nonbinders 
and used their sequence information as input to train multiple ML 
models, and the best performance was achieved using CNN. To experi-
mentally validate the precision of their model, the authors randomly 
selected 30 predicted binders and 12 predicted nonbinders and found 
only one false negative variant. One highlight of this work is the in-
clusion of several in silico filtering steps to search for potential binders 
with better developability parameters than the parent trastuzumab. 

In contrast to optimizing a specific antibody, Lim et al. isolated B 
cells from CTLA-4- or PD-1-immunized mice, encapsulated them into 
microfluidic droplets, performed PCR amplification of natively paired 
heavy and light chain sequences and generated a yeast library to display 
single-chain variable fragments (scFvs) [109]. By deep sequencing the 

Table 2 
Datasets for different applications of immunotherapy.  

1. Datasets for neoantigen prediction 

Name Year Last updated Overview of the data 

IEDB [99] 2004 2023/1/30 > 1,500,000 epitopes from > 23,000 studies, including B cell, T cell, and MHC ligand assays 
dbPepNeo2 [233] 2022 No record 801 HC neoantigens and 864,884 low LC peptidomes, validated neoantigen peptides, TCRs, and HLA peptidomes  

2. Datasets for antibody design 

Database name Description Link Ref. 

Observed Antibody Space (OAS) Collecting immune repertoires https://opig.stats.ox.ac.uk/webapps/oas/ [122] 
Structural Antibody Database (SAbDab) Database of antibody structures https://opig.stats.ox.ac.uk/webapps/newsabdab/sabdab/ [117]  

3. Datasets for immunotherapy response prediction 

Dataset name Description Link Type(s) of cancer 
(s) 

Ref. 

Predict MSI in 
gastrointestinal cancer 

Histological images for MSI vs. MSS 
classification in gastrointestinal cancer 

https://doi.org/10.5281/zenodo.2530789 https://doi.org/10. 
5281/zenodo.2530835 https://doi.org/10.5281/zenodo. 
2532612 

Gastrointestinal 
cancer 

[158] 

The Cancer Genome Atlas 
(TCGA) 

TCGA is a pool of molecular data sets publicly 
accessible and freely available to cancer 
researchers 

https://portal.gdc.cancer.gov/ Pan-cancer [161] 

NCT-CRC-HE-100K and 
CRC-VAL-HE-7K datasets 

This is a set of 100,000 image patches from 
H&E stained histological images of colorectal 
cancer (CRC) and normal tissue. 

https://doi.org/10.5281/zenodo.1214455 Colorectal cancer [163] 

MMDL-colorectal cancer Predicting colorectal cancer TMB from 
histopathological images and clinical 
information 

https://github.com/hkmgeneis/MMDL/tree/master Colorectal cancer [172] 

Kassandra Precise reconstruction of the TME using bulk 
RNA-seq and a ML algorithm trained on 
artificial transcriptomes 

https://science.bostongene.com/kassandra/ Pan-cancer [182] 

CIBERSORTx Determining cell type abundance and 
expression from bulk tissues with digital 
cytometry 

http://cibersortx.stanford.edu/ Pan-cancer [183] 

Scaden DL–based cell composition analysis from tissue 
expression profiles 

https://www.science.org/doi/10.1126/sciadv.aba2619#sec-4 Pan-cancer [184] 

MethylCIBERSORT Pan-cancer deconvolution of tumor 
composition using DNA methylation 

https://www.nature.com/articles/s41467-018-05570-1#Sec12 Pan-cancer [185] 

MethylNet An automated and modular deep learning 
approach for DNA methylation analysis 

https://doi.org/10.24433/CO.6373790.v1 Pan-cancer [186] 

Human-interpretable 
image features (HIFs) 

HIFs derived from densely mapped cancer 
pathology slides predict diverse molecular 
phenotypes 

https://www.nature.com/articles/s41467-021-21896-9#data 
-availability 

Pan-cancer [194] 

NetBio Network-based ML approach to predict 
immunotherapy response in cancer patients 

https://zenodo.org/record/4661265 http://research-pub.gene. 
com/IMvigor210CoreBiologies/https://string-db.org/ 

Pan-cancer [207] 

DeepTCR DL reveals predictive sequence concepts within 
immune repertoires to immunotherapy 

https://zenodo.org/record/6590069 Pan-cancer [210] 

PD-(L)1 blockade in 
patients with NSCLC 

Multimodal integration of radiology, 
pathology and genomics for prediction of 
response 

https://www.synapse.org/#!Synapse:syn26642505 https://www 
.cbioportal.org/study/summary?id=lung_msk_mind_2020 

Non-small cell lung 
cancer 

[216]  
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library before and after FACS enrichment, the authors identified the 
binding ability of a panel of antibody sequences, which were further 
used as input to train a CNN model for binder classification. To produce 
synthetic antibodies against CTLA-4 and PD-1, a generative adversarial 
network was also built. However, due to the largely clonally related 
training data, the sequences generated by this model were highly 
similar. Thus, sequences with novel properties beyond those found 
through experimental work were unable to be produced. How to break 
through the ‘copy problem’ of deep generative models to produce 
out-of-distribution sequences remains a challenge in this field. 

As they did not provide continuous inference for affinity maturation, 
previous approaches to predict antibody-antigen binding were restricted 
to classifying binders and nonbinders. A breakthrough addressing this 
issue was recently made. In Saka’s work, a long short-term memory 
(LSTM) network was employed to generate antibody sequences with 
improved affinity to kynurenine [110]. Impressively, the authors 
confirmed that the likelihood of generated sequences from this model 
correlated with the binding affinity well. Based on this characteristic, 
this model could generate antibodies with over 1800-fold higher affinity 
than the parental clone, outperforming the conventional 
frequency-based screening method. Makowski et al. trained a linear 
discriminant analysis (LDA) model to project binary affinity and speci-
ficity labels of variants of a clinical-stage antibody, emibetuzumab, into 
a continuous one-dimensional space [111]. Encouragingly, the authors 
found that the resulting LDA weights correlated with continuous values 
of antibody affinity and specificity well (Spearman’s correlation co-
efficients of 0.87 for affinity and 0.67 for nonspecific binding), thus 
enabling the identification of Pareto optimal clones in a novel muta-
tional space. In summary, with this model, the authors managed to 
optimize affinity and specificity simultaneously without making 
trade-offs between them. 

3.2. AI for antibody structure prediction 

Knowledge of the structure is of particular significance for the 
rational design of antibodies. Since experimental structure determina-
tion methods such as crystallography, NMR and cryo-EM are costly and 
laborious, researchers have continued to explore alternative strategies, 
such as computational modeling, to gain insights into antibody structure 
in a high-throughput manner. However, the strategies lack sufficient 
accuracy and reliability. Notably, recent breakthroughs in DL-based 
general protein structure prediction have ushered a new era, where 
accurately predicting the structure of most proteins is possible [112, 
113]. However, the performance in the subfield problem, namely, 
antibody structure prediction, is less satisfactory due to the highly var-
iable nature of antibody structures. Thus, the development of 
antibody-specific models is urgently needed. 

Unlike five other loops adopting canonical folds, the CDR H3 loop 
has contributed the most to antibody diversity and presents a long-
standing challenge for antibody structure prediction. To address this, 
Grey’s team was inspired by RaptorX [114], an architecture that per-
formed well on general protein structure prediction in CASP13, and 
proposed a deep residual NN [115], DeepH3 [116]. This model was 
trained on 1433 antibody structures selected from the SAbDab database 
[117] (Table 2) and took one-hot encoded, heavy and light chain vari-
able chain concatenated sequences as input. In addition to the parameter 
of interresidue distances utilized by RaptorX, DeepH3 was also trained 
to predict dihedral and planar angles, which were demonstrated to be 
more effective for scoring CDR H3 loop structures than distances. The 
output of DeepH3 was then fed into Rosetta to de novo predict CDR H3 
loops [118,119]. The average lower root-mean-squared deviation 
(RMSD) of the best-scoring structures generated with DeepH3 on the 
RosettaAntibody Benchmark [120] was 2.2 ± 1.1 Å, while that of the set 

Fig. 3. Applications of DL in the discovery of ther-
apeutic antibodies. The diversity of antibodies is 
enriched in their variable regions, especially the heavy 
chain complementarity determining region 3 (HCDR3). 
Here we highlight three key components in antibody 
development: (i) target-binding prediction: 
combining phage-display library panning or FACS 
sorting with high-throughput sequencing (HTS), we 
could obtain sequences with labeled target binding 
abilities to take as input to train neural networks to 
predict binding abilities of novel sequences; (ii) anti-
body structure prediction: based on some models for 
general protein structure prediction (e.g., AlphaFold2, 
RoseTTAFold), antibody-specific models, predicting 
only the HCDR3 region, the variable fragment, or 
nanobodies, can be trained using data from the struc-
tural antibody database (SAbDab). Moreover, pre- 
trained protein models can learn meaningful represen-
tations of sequences thus improve the performance of 
structure prediction; (iii) antibody developability 
prediction: the large amount of human B cell receptor 
repertoire data from the Observed Antibody Space 
(OAS) database have be employed to train neural net-
works to evaluate the humanness of antibody se-
quences. Besides, DL can be applied to predict antibody 
solubility and viscosity, using experimental measure-
ments, or calculated molecular descriptors (e.g., spatial 
charge map) as training data.   
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of five best-scoring structures for each target decreased to 1.9 ± 0.9 Å. 
Encouraged by the outstanding performance of DeepH3, the authors 

constructed another architecture, DeepAb, to predict the whole anti-
body variable region from a sequence [121]. Despite the similarity in the 
two-stage modeling strategy, DeepAb includes two additions over the 
previous work. Instead of directly passing sequence information to the 
network, the authors pretrained an unsupervised representation 
learning model with 118,386 paired heavy and light chain sequences 
from the Observed Antibody Space (OAS) database [122] to embed 
general immunoglobin sequence patterns, such as evolutionary and 
structure information (Table 2). Another improvement is the involve-
ment of an interpretable attention-based mechanism [123], which 
enabled the identification of physically important residue pairs, thus 
providing interpretable insights into its predictions. With both en-
hancements, when using DeepAb on two benchmark datasets, more 
accurate structure predictions were achieved [120,124] than when 
using previous grafting-based methods, as illustrated by the structures of 
two therapeutic antibodies, rituximab and sonepcizumab. 

To achieve more accurate structure prediction, Grey’s team investi-
gated whether the inclusion of side-chain conformations, which are also 
important contributors to antigen binding [125], could enhance the 
performance of their prediction models. DeepSCAb was first pretrained 
to predict pairwise geometries, and then the output was fed into the 
rotamer module to predict side-chain distributions [126]. After updating 
the interresidue module to obtain the final interresidue outputs, the 
predicted structure was finally realized using Rosetta. Compared with 
DeepH3, DeepSCAb achieved lower cross-entropy loss on both the 
training and validation datasets. Regarding the decoy discrimination 
task, DeepSCAb outperformed DeepH3 for both the top-1 and top-5 
scoring decoys, suggesting that side-chain geometry training can 
improve interresidue predictions. The authors also observed that the 
performance of DeepSCAb depends on the quality of interresidue ge-
ometry prediction. Although this method complemented existing 
methods for antibody structures, it was expected that it would be less 
important to predict side chains separately when the backbone predic-
tion becomes more accurate. 

However, it is notable that the interresidue distances and orienta-
tions used by DeepH3, DeepAb and DeepSCAb are invariant features that 
are unable to commute with the group action, resulting in networks 
without the equivariant property. Moreover, the requirement of dividing 
prediction into two separate processes, that is, obtaining interresidue 
geometries and then feeding them to Rosetta to produce final structures, 
largely restricted the generative speed. ABlooper is a DL architecture 
developed by Abanades et al. to predict antibody CDR loop structures 
[127]. Specifically, this network is composed of five simultaneously 
trained E(n)-equivariant graph NNs (E(n)-EGNNs) [128], and their 
output predictions were averaged to obtain a final prediction. Due to its 
end-to-end manner, ABlooper can be used to predict CDR backbone 
atoms for 100 structures in under 5 s with comparable accuracy to 
DeepAb. The speed of this approach makes it an ideal tool for 
high-throughput structure prediction, especially considering the rapidly 
increasing antibody repertoire sequencing data available. In addition, 
ABlooper can provide a quality estimate of each generated loop struc-
ture, encouraging physically plausible final predictions. 

Compared with mAbs, nanobodies are a subclass of therapeutic an-
tibodies that are advantageous in small size and cost-effective 
manufacturing systems [129]. However, due to longer CDR3 loops and 
the lack of light chains, nanobodies are more structurally flexible and 
require specifically designed models for accurate modeling. One such 
method is NanoNet, a residual convolutional network trained on struc-
tures of antibody variable heavy chains as well as nanobodies [130]. 
NanoNet is characterized by the direct prediction of 3D coordinates of 
the backbone and Cβ atoms without dividing the modeling process into 
framework and CDR regions. Thus, this model could make thousands of 
predictions in a matter of seconds with an accuracy comparable to other 
state-of-the-art antibody structure prediction models. Notably, the speed 

and accuracy of NanoNet will largely accelerate antibody-Nb docking 
for epitope mapping. 

In addition, antibody modeling can be used in understanding the 
structure of antibody-antigen complexes. Davila et al. developed a 
pipeline, AbAdapt, that models antibody and antigen structures, pre-
dicts epitope and paratope, and combines them with rigid docking 
[131]. To optimize each step of the pipeline, the authors developed and 
trained ML models, employing 622 antibody-antigen pairs with known 
structures as input for cross validation. By integrating AbAdapt with 
more accurate protein modeling method AlphaFold2, it is encouraging 
to observe significant improvement in docking, paratope prediction and 
antibody-specific epitope prediction [132]. 

3.3. AI for prediction and optimization of antibody pharmaceutical 
properties 

Another key component of therapeutic antibodies that contributes to 
clinical efficacy is desirable pharmaceutical properties, which include 
multiple aspects, such as specificity, immunogenicity, aggregation pro-
pensity, viscosity, solubility, and pharmacokinetics [133,134]. Despite 
the widely recognized significance of these developability parameters, it 
is difficult to experimentally assess them in a high-throughput manner 
during the early discovery stage of antibody candidates due to limitation 
in terms of material quality, including low concentration and low purity. 
Therefore, the development of alternative predictive tools to filter out 
candidates with unfavorable characteristics is highly needed to accel-
erate antibody design procedures and improve the success rate. 
Computational tools have been employed for therapeutic antibody 
design for decades, as recently systematically reviewed elsewhere [104], 
but their algorithms usually only take several known factors into 
consideration, limiting the accuracy and precision. In this section, we 
focus on some explorations using machine (deep) learning strategies to 
engineer therapeutic antibodies (Table 1). 

Synthetically designed libraries are a major source of therapeutic 
antibodies, from which antibodies commonly require an engineering 
process, namely, humanization, to reduce the immunogenicity concerns 
of sequences and improve the safety profile. Indeed, even antibodies 
derived from natural repertoires often undergo further mutations to 
achieve a balance between affinity and biophysical properties at the risk 
of disrupting their ‘nativeness’, which refers to the similarity to natu-
rally occurring antibodies. Therefore, to evaluate the nativeness of 
antibody candidates, Wollacott et al. developed a bidirectional LSTM 
(ABLSTM) network harnessing 25,000 antibody sequences from B-cell 
receptor repertoire sequencing as training data [135]. Crucially, favored 
by its ability to capture long-range dependencies between positions, the 
model surpassed other state-of-the-art methods in discriminating human 
antibody sequences from those originating from other species. In addi-
tion, without the process of sequence alignment, which can be 
time-consuming and ambiguous, the LSTM model can rapidly assess a 
library of 10000 antibody sequences within a few minutes. 

However, one limitation of ABLSTM is that it only provides a single 
score of sequence humanness but without exact amino acid positions for 
improvement. Based on the OAS database, which is a collection of more 
than five hundred million human sequences, Prihoda et al. built an open- 
source platform BioPhi [136]. This tool is composed of two methods: 
OASis, which is designed for antibody humanness evaluation, and Sa-
piens, which is designed for antibody humanization. Specifically, OASis 
is used to evaluate the prevalence of each overlapping 9-mer peptide 
within a given antibody sequence in a peptide reference library, which 
was constructed from antibody repertoires in the OAS database. Based 
on this design, OASis is advantageous over ABLSTM in its interpret-
ability and granularity, providing a visual report that highlights regions 
with the largest risk. Sapiens is a transformer NN trained based on 
masked language modeling (MLM) to recognize and repair masked 
amino acids using 20 million heavy chain sequences and 19 million light 
chain sequences as the training set. On the test sets of 177 humanized 
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antibodies, it was demonstrated that Sapiens could provide the same 
quality of humanization solutions as those designed by experts. 

Aimed at convenient and patient-centric dosing schemes, therapeutic 
antibodies are often formulated at high concentrations to reduce dosage 
volume and relieve administration pain. However, such high concen-
trations, commonly exceeding 100 mg/ML, require antibodies with su-
perior solubility and viscosity [137]. solPredict is a protein language 
model capable of quantitatively predicting the apparent solubility of 
antibodies in histidine (pH 6.0) buffer conditions [138]. This model was 
trained on 220 antibodies with extrapolated protein solubility data ob-
tained from the PEG-induced precipitation method for its advantage of 
high throughput and minimal material needed. Specifically, this model 
employed embeddings extracted from a pretrained protein language 
model (ESM-1b transformer) as input [139] to enrich biological prop-
erty information from the sequence. Such transfer learning empowered 
efficient learning with limited training data and a simple architecture 
with two fully connected hidden layers. Using 40 antibodies indepen-
dent from training data, solPredict was demonstrated to correlate with 
experimental solubility data well (Spearman correlation coef-
ficient = 0.86, Pearson correlation coefficient = 0.84, R2 = 0.69, and 
RMSE = 4.40). 

Unlike solPredict, which uses a relatively high-throughput experi-
mental dataset and transfer learning to train its model, a CNN model 
aimed at predicting antibody viscosity, DeepSCM, provides novel insight 
into the attainment of training data [140]. DeepSCM is a surrogate 
model for the spatial charge map (SCM), a well-developed model ac-
counting for the surface-exposed negative charges on the antibody 
variable fragment (Fv) region to predict antibody viscosity at high 
concentrations [141]. Despite the reliable performance of the SCM 
score, its application is largely hindered by difficulty in model con-
struction and high computational cost. Therefore, by collecting 6596 
antibody Fv sequences and building a homology model to run molecular 
dynamics simulations followed by SCM score calculation, a 1D CNN 
architecture was constructed to predict the viscosity of antibodies at 
high concentrations. A linear correlation coefficient with an SCM score 
of 0.9 was achieved on the test set (N = 1320), and the viscosities of 
37/38 therapeutic antibodies were successfully classified at a fast speed. 
Further work combining structural descriptors such as SCM with DL 
models to predict other properties can be envisioned. 

Pharmacokinetic (PK) is another key property during early discovery 
phases of antibody candidates, which can influence both clinical efficacy 
and toxicity. Despite the well-documented associations with neonatal Fc 
receptor (FcRn) affinity and target-mediated clearance, recent obser-
vations of unexpectedly rapid clearance of therapeutic mAbs have sug-
gested the urgence to clarify other mechanisms influencing antibody 
transport and processing [142,143]. From a series of 28 in silico prop-
erties calculated from antibody structure and 12 measurements from in 
vitro assays, Grinshpun et al. applied a random forest classifier to 
identify isoelectric point and poly-specificity as the best factors to 
discriminate between normal and fast clearing antibodies [144]. In the 
future, the additional available high-quality PK data for clinical-stage 
antibodies would greatly improve the predictive power of ML ap-
proaches and enable the characterization of complex combinations of 
multiple factors, thereby promoting the development of more effica-
cious anti-tumor therapies. 

4. AI for predicting immunotherapy response 

Immunotherapy that utilizes ICIs has been shown to be an effective 
treatment against various types of tumors. Major issues that limit the use 
of cancer immunotherapy include patient selection and the prediction of 
treatment response. The ability to prospectively identify patients who 
would benefit most from a particular treatment plan can help reduce the 
risk of adverse clinical outcomes and high treatment costs. It is crucial to 
establish early on whether patients are unresponsive to ongoing treat-
ments and whether clinicians need to modify the treatment plan 

accordingly. This is especially important in the case of ICI immuno-
therapy, where disease progression may not follow the typical pattern 
[145]. 

Predicting immunotherapy response hinges on the existence of reli-
able biomarkers. A more thorough understanding of the mechanism and 
cell types are necessary for the response and resistance [24]. Immuno-
histochemistry (IHC) staining for PD-L1 expression has been used in 
many hospital pathology departments as a predictive marker. The lack 
of consistency and reproducibility in the interpretation of PD-L1 by 
clinicians is because PD-L1 can be expressed in both tumor cells and 
various immune cells [146,147]. TMB and MSI are important bio-
markers of immunotherapy response in different cancer types [148, 
149]. Digital pathology analysis and AI methods can be used to accu-
rately obtain the staining score of PD-L1, TMB status, and MSI status, 
and advantages in reproducibility and diagnostic efficiency were noted. 

Cancer is a complex, multifaceted disease with numerous micro-
scopic, macroscopic, and molecular features that can influence treat-
ment responses and patient prognosis individually or collectively. The 
tumor microenvironment (TME) is a critical factor in cancer progres-
sion, metastasis and response to therapy [150]. However, the detailed 
molecular and cellular interactions in the TME largely remain unknown. 
The spatial heterogeneity of the TME [151], tumor cellularity [152], and 
infiltrating immune cell populations, such as CD4+ and CD8+ T cells 
[153], contributes to how tumors evolve, metastasize, or respond to 
immunotherapy. 

In this section, we focus on AI-based methods for predicting bio-
markers and resolving the complex heterogeneity of the TME using big 
data such as omics and imaging data. AI has the potential to greatly 
improve patient selection and outcome prediction by providing detailed 
insights into tumor evolution and the microenvironment in a noninva-
sive manner. The goal of precision medicine and immunotherapy for 
cancer is to use patient medical data to optimize patient management 
and treatment and improve survival. These studies are still in the pre-
liminary stage and require further research and validation before they 
can be applied clinically (Table 1). 

4.1. Prediction of biomarkers associated with immunotherapy 

Detecting the expression status of tumor molecular pathological 
markers is necessary before clinical immunotherapy. For example, the 
FDA approved Keytruda (pembrolizumab) as a first-line treatment for 
patients with MSI-high (MSI-H) metastatic colorectal tumors [154]. 
Higher-order genomic features, such as TMB and endogenous muta-
tional processes (e.g., MSI and homologous recombination deficiency 
(HRD)), as well as large-scale features (e.g., whole-genome duplication), 
are clinically relevant [149,155–157]. There is a growing need for 
expeditious and low-cost methods of biomarker detection. Such as pre-
diction directly from H&E-stained histopathology images, qPCR, IHC or 
NGS, which are methods that are already available and do not require 
additional tissue. 

MSI testing is not always conducted on patients in clinical practice, 
as this requires additional genetic or immunohistochemical testing. 
Deep residual learning can be used to predict the MSI status of patients 
with gastrointestinal tumors from H&E-stained histology slides, which 
are widely available. Interestingly, the analysis of formalin-fixed, 
paraffin-embedded (FFPE) slides showed better predictive accuracy 
(AUC = 0.84) than snap-frozen slides (AUC = 0.77) [158]. MSI status 
can be predicted from ctDNA of endometrial cancer patients to inform 
immunotherapy-based therapy [159,160]. 

Based on a multicentre study of colorectal cancer, H&E WSIs contain 
predictive information on MSI status as a biomarker of response to ICB. 
In this study, the researchers collected H&E-stained slides and molecular 
profiling results of 8836 colorectal tumors from Germany, the 
Netherlands, the United Kingdom and the United States to evaluate the 
performance of the DL model by cross-validation and external cohort 
validation [161]. The DL MSI and dMMR detectors showed similar 
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characteristics to criterion standard tests [162], reaching clinical-grade 
performance. MSINet, a transfer learning model based on the Mobile-
NetV2 architecture, was used to classify tissues, and subsequently clas-
sify MSI status in H&E-stained WSIs (40 × magnification) from a 
colorectal cancer cohort of 100 primary tumors (50 with microsatellite 
stability and 50 with MSI) from Stanford Medical Center. The authors 
used the H&E-stained WSIs dataset from The Cancer Genome Atlas 
(TCGA) to validate their model on an external cohort and compared its 
performance with that of five gastrointestinal pathologists (Table 2). 
The DL models were more accurate than the experienced gastrointes-
tinal pathologists in predicting MSI. The authors observed a perfor-
mance gap between the Stanford internal test set and the external TCGA 
dataset. This gap may be due to the heterogeneity of the TCGA dataset, 
which can be attributed to the original institution, slide preparation, and 
scanning procedure. The generalization performance of the model is 
affected by datasets from multiple institutions [163]. 

Some studies have employed AI to predict PD-L1 expression. A su-
pervised ML algorithm (random forest classifier) was used to quantita-
tively analyze the PD-L1 score of tumor cells in PD-L1-stained digital 
images of melanoma. The results were highly consistent with patholo-
gists’ scoring of PD-L1 under a microscope (r = 0.97, P < 0.0001). 
Digital image analysis can reduce the difference between manual anal-
ysis of PD-L1 [164]. A semi supervised generative AC-GAN architecture 
was used to construct a model for the quantitative assessment of PD-L1 
tumor cell expression scores by integrating the manual annotation and 
evaluation results of multiple pathologists. The model was then used to 
score PD-L1 expression on 270 needle biopsy specimens of advanced 
non-small cell lung cancer. Automated scoring of expressions showed 
that the model is in good agreement with human scoring [165]. Wu et al. 
established a tumor cell automatic identification model through a fully 
CNN model based on the U-ResNet structure. The tumor proportion 
score (TPS) of specific PD-L1 expression was output. In this study, good 
agreement between the TPS score results of the AI system and the 
trained pathologists on the PD-L1 antibody 22c3 and SP263 test sets was 
found (22c3: r = 0.9429–0.9458; SP263: r = 0.9787). Meanwhile, 
AI-assisted diagnostic tests showed significant improvements in the 
intragroup consistency and diagnostic efficiency of untrained general 
pathologists [166]. 

TMB is another important biomarker of the response to checkpoint 
immunotherapy [167]. Image2TMB, a DL model based on Inception-v3 
and the random forest architecture, was used to determine TMB status 
from frozen H&E slides of a lung adenocarcinoma (LUAD) TCGA cohort 
in an attempt to replace the use of whole-exome sequencing (WES), 
which has high cost, operational complexity and long turnover times, for 
TMB gold standard determination [168]. FFPE slides, CT scans, and MR 
images have also been used to predict TMB in lung adenocarcinoma, 
non-small cell lung cancer, and low-grade glioma cohorts [169–171]. 
Multimodal DL involves building models that can analyze and connect 
information from multiple modalities. Multimodal DL that incorporated 
histopathological images and clinical information was used to predict 
TMB in colorectal cancer. Many clinical features are significantly asso-
ciated with TMB status [172]. The top five clinical features are tumor 
stage, pathologic T, pathologic N, pathologic M and age. 

4.2. Deciphering the tumor immune microenvironment 

The prognostic and predictive roles of the TME in solid and hema-
tologic tumors have been explored through the use of checkpoint in-
hibitors and CAR-T-cell therapy [173–177]. Higher levels of certain 
cytokines and chemokines, activated cytotoxic T cells, and 
tumor-infiltrating lymphocytes (TILs) are associated with superior 
clinical outcomes in large B-cell lymphoma pretreatment TME. In 
addition to the efficacy of CAR-T-cell therapy, pretreatment TME was 
also used to predict the safety of CAR-T cells. Higher intratumoral reg-
ulatory T (Treg) cell levels were associated with a lower incidence of 
neurotoxicity [177]. The density of CD20+ B cells and tertiary lymphoid 

structures in tumor tissue, as well as the ratio of tertiary lymphoid 
structures to tumor area, are novel predictors of the efficacy of tumor 
immunotherapy, particularly in its early stages [178–180]. 

AI can be used to predict the TME cellular composition and spatial 
distribution. Neural-based models provide an accurate description of the 
tumor immune microenvironment of solid tumors of the colon, breast, 
lung, and pancreas by integrating RNA-Seq and imaging data in a clin-
ical setting. This was then evaluated model’s predictions against expert 
pathology review [181]. ML and DL methods can be used to accurately 
estimate TME cellular composition using bulk transcriptome [182–184] 
or methylation data [185,186]. Using a decision tree ML deconvolution 
algorithm trained on an extensive collection of > 9400 tissue and 
blood-sorted cellular RNA profiles, Kassandra was able to accurately 
reconstruct the TME. The performance of Kassandra was validated on 
4000 H&E slides and 1000 tissues by comparative cytometry, IHC, or 
single-cell RNA-seq. Digital TME reconstruction revealed that the pres-
ence of PD-1-positive CD8+ T cells is correlated with immunotherapy 
response and increases the predictive potential of established bio-
markers [182]. However, using these algorithms for clinical workflows 
requires more rigorous benchmarks on real clinical samples. A 
consensus must be reached on how each cell type is defined in the field 
[187]. 

Fassler et al. employed a DL model consisting of an autoencoder 
(ColorAE) and a U-Net CNN to detect and classify six cell classes from 
histopathological images obtained from IHC of pancreatic ductal 
adenocarcinoma tissues. These methods can be used to quantitatively 
describe the spatial distribution of immune cells in the TME [188]. The 
spatial organization and density of TILs differed between different 
tumor types, tumor molecular subtypes, and immune subtypes and was 
associated with the immunotherapy response. The spatial patterns of 
TILs identified using a deep CNN model [189] are strongly correlated 
with the cellular composition of the tumor as assessed by CIBERSORT 
[190] (support vector regression model). 

Tumor cells promote TME formation by creating physical barriers, 
inhibiting immune cells, and recruiting immunosuppressive cells [191]. 
Tumor cellularity (tumor purity) is an important indicator of residual 
disease (pathological response) after treatment. A DNN (InceptionNet 
architecture) was used to quantify tumor cellularity from H&E-stained 
WSIs (20 × magnification) of 62 breast cancer patients. The authors 
trained two DNN models: one to distinguish tumors from healthy tissue 
and the other to output a regression score of tumor cellularity (between 
0 % and 100 %). The predictive scores from the study showed a high 
degree of agreement with the tumor cellularity reported by two inde-
pendent pathologists [192]. Rakhlin et al. evaluated three powerful new 
DL-based methods for the automated assessment of tumor cellularity in 
posttreatment breast surgical specimens stained with haematoxylin and 
eosin [193]. 

Reliable predictions are produced for digital pathology using many 
AI approaches, but their inner workings are often opaque, leading to 
them being referred to as "black boxes". The lack of interpretability is a 
significant barrier to clinical integration. A pan-cancer analysis found 
that annotation-guided interpretable signatures can be used to predict 
the expression of four immune checkpoint proteins and homologous 
recombination defects. This DL approach provides an interpretable 
window into the composition and spatial structure of the TME. These 
interpretable features include simple cell (e.g., lymphocyte density in 
tumor tissue) and tissue quantities (e.g., area of necrotic tissue) to 
complex spatial features capturing tissue architecture, tissue 
morphology, and cell–cell proximity [194]. 

Single-cell transcriptomics and spatial transcriptomics offer new 
ways to study the TME. The use of single-cell transcriptomics provides 
insight into the mechanisms of cell–cell communication in the TME 
[195,196], identifying distinct cell types [197,198]. The application of 
spatial transcriptomic platforms has led to the identification of novel 
roles for specific types of infiltrating immune cells in cancer progression 
and response to therapy [199–201]. Choi et al. developed and validated 
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a DL model that integrates H&E images and spatial transcriptome data of 
lung adenocarcinoma to decipher the spatial mapping of multiple cell 
types in the TME. The cell types identified by the model using H&E 
image patches were significantly correlated with those generated by 
spatial transcriptomic data [202]. Given the complexity integration of 
H&E image and spatial transcriptomic data, DL approaches are 
well-suited for its analysis and interpretation. By utilizing GIST (Gui-
ding-Image Spatial Transcriptomics), which is a conceptually novel 
methodology, the combination of spatial transcriptomics data with 
cell-type-informative paired tissue H&E stain images, such as from the 
reverse side of the same tissue section, enables improved inferences of 
tissue cell type composition in spatial transcriptomics data. Utilizing the 
output of AI annotated H&E tissue images, it is possible to significantly 
enhance the recognition of clinically meaningful immune cell infiltra-
tion in breast cancer tissue [203]. The integration of H&E images and 
spatial transcriptomics data can not only identify the cell types in the 
TME, but also enhance the accuracy of gene expression prediction. 
ST-Net, a DL algorithm, has been developed to predict local gene 
expression from H&E images, using a new dataset of 30,612 spatially 
resolved gene expression data matched to histopathology images from 
23 patients with breast cancer [204]. Bergenstråhle et al. presented a 
method that combines spatial gene expression data with histological 
image data from the same tissue section, in order to infer 
higher-resolution expression maps [205]. 

4.3. Predicting immunotherapy response 

The use of ICIs has greatly improved clinical care for cancer patients 
and has expanded to a growing list of cancer types, including melanoma 
and bladder and gastroesophageal cancers [206]. The accumulation of a 
large amount of omics data related to immunotherapy in the past decade 
has been facilitated by advances in sequencing technology. DL tech-
nology is especially effective in analyzing such high-dimensional data. 

AI can be used to predict immunotherapy response by analyzing 
omics data in combination with other data (Fig. 4). Kong et al. collected 
clinical outcome and transcriptomic data from more than 700 ICI- 
treated patients. They employed protein–protein interaction network 

(PPI)-based ML (NetBio) to predict the response to ICI treatment in three 
different cancer types. The NetBio model was more accurate than pre-
dictions based on other traditional ICI therapy biomarkers, including 
PD-1, PD-L1, or CTLA-4, and markers associated with the TME, 
including CD8 T cell, T-cell exhaustion, cancer-associated fibroblast 
(CAF), and tumor-associated macrophage (TAM) markers [207]. Tumor 
genomic features have attracted interest for their potential to impact the 
response to immunotherapy. By using deep belief networks, Xie et al. 
were able to build a predictive model of immunotherapy using genomics 
data from multiple types of cancer. The model integrates genomic data 
from multiple perspectives, such as TMB, MSI, and somatic copy number 
variation, to classify different types of tumors into different genomic 
clusters. The model was applied to tumors from two melanoma immu-
notherapy clinical cohorts, and it was shown that different benefits from 
immunotherapy were observed for melanoma patients with different 
genomic classes [208]. The authors provided proof of principle that DL 
modeling may have the potential to discover intrinsic statistical corre-
lations across modalities in multifactorial input data, which could help 
to understand the molecular mechanisms of primary resistance to 
immunotherapy. 

An ensemble learning random forest ML model with 16 input fea-
tures obtained through the integration of the genomic, molecular, de-
mographic and clinical data of 1479 patients with 16 different cancer 
types treated with ICB from a comprehensively curated cohort (MSK- 
IMPACT) was used to predict ICB response. Of the patients studied, 
approximately 37 % had non-small cell lung cancer (NSCLC), 13 % had 
melanoma, and the remaining 50 % had other types of cancer, such as 
renal cell carcinoma and bladder, head and neck and colorectal cancer. 
These patients were treated with PD-1/PD-L1 inhibitors, CTLA-4 
blockade or a combination of both immunotherapy agents. According 
to a retrospective analysis, the model had high sensitivity and specificity 
in predicting clinical response to immunotherapy. Furthermore, the 
model was also used to predict overall survival and progression-free 
survival on test data across different cancer types [209]. T-cell recep-
tor (TCR) sequencing can be used to characterize cancer-specific im-
mune responses. Sidhom et al. utilized a sequence classifier from 
DeepTCR, a set of previously described DL algorithms, to search for 

Fig. 4. Application of DL in prediction of immunotherapy response. The integration of datasets from multiple disparate modalities, including omics, images, and 
clinical datasets, can increase the relevant feature space of AI models, thereby enabling end-to-end immunotherapy response prediction. PET/CT, positron emission 
tomography/computed tomography; MRI, magnetic resonance imaging; WSIs, whole-slide images; IHC, immunohistochemistry; H&E, haematoxylin and eosin. 
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sequence concepts (e.g., motifs) that could predict immunotherapy 
response [210]. 

Noninvasive imaging data can also be used to predict the response to 
immunotherapy. A CT-derived radiological biomarker was developed 
and validated to differentiate immunotherapy responders from non-
responders in NSCLC and melanoma patients by generating AI-based 
feature descriptions on pretreatment contrast-enhanced CT imaging 
data. In this study, it was found that morphologically more heteroge-
neously distributed lesions with compact borders and nonuniform den-
sity patterns were more likely to respond to immunotherapy [211]. The 
automatic extraction of deterministic, quantitative features is tractable 
as radiology data are digitized. These features are associated with clin-
ical outcomes such as responses to ICB in pan-cancer analyses. In a 
retrospective multicohort study, radiomic features were found to predict 
clinical outcome in patients with advanced solid tumors following 
anti-PD-L1 or anti-PD-1 immunotherapy [212]. Johannet et al. reported 
an AI method that uses CNNs trained on treatment-naïve histopathology 
slides combined with patient clinical characteristics to predict the 
response to checkpoint immunotherapy in patients with advanced 
melanoma [213]. 

The application of AI to data collected during routine clinical workup 
of immunotherapy, particularly data from radiology and histopatholo-
gy, is becoming more widespread in a substantial effort to better identify 
patients who are likely to respond positively to treatment [214,215]. 
Although various data modalities exist, they are often studied inde-
pendently due to a lack of multimodal datasets and integrative algo-
rithms. Vanguri et al. demonstrated the predictive capacity of combined 
medical imaging, histopathological, and genomic features to predict 
response to immunotherapy in a cohort of 247 patients with advanced 
NSCLC with multimodal baseline data obtained during diagnostic clin-
ical workup, including CT scan images, digitized PD-L1 IHC slides and 
known outcomes to immunotherapy (Table 2). The authors demon-
strated that a ML approach (dynamic attention with masking (DyAM)) to 
automatically extract discriminative features from disparate modalities 
has complementary and combinatorial capabilities in identifying high- 
and low-risk NSCLC patients undergoing immunotherapy. Multiple data 
modalities obtained through routine clinical diagnostic workup can be 
integrated to improve predictions of immunotherapy response [216] 
(Fig. 4). 

As data scale increases and model interpretability research advances, 
the clinical design of immunotherapy can benefit from AI model-based 
recommendation systems [217]. With regard to immunotherapy, 
recommendation systems could learn from retrospective data to assist in 
future clinical decision-making for new patients on the basis of multiple 
patient measurements, such as a pretreatment CT scan and H&E-stained 
biopsy sample. All research with the potential to influence patient 
treatment should undergo careful evaluation sequences and be driven by 
protocols with a predefined statistical analysis plan that includes the 
utilization of AI models to direct the clinical design of immunotherapy. 
Evaluating DL systems for medical applications involves two primary 
steps: DL study and clinical trials [218]. After the AI models have been 
tested and verified in multi-center and external multiple cohorts, a 
prospective evaluation of their medical utility in randomized phase III 
clinical trials is necessary. 

5. Conclusion 

This review highlights the advances that have been made in utilizing 
AI to identify immunogenic neoantigens, design antibodies, and predict 
immunotherapy responses. These growing fields have been spurred by 
the exponential growth of omic-, radiological, pathological, experi-
mental, and clinical data. This makes it possible to encode these data and 
use them for training AI models. AI has indisputable potential to 
enhance cancer immunotherapy and more broadly affect the field of 
cancer. With AI’s success in research, the question becomes whether and 
when AI can be fully integrated into the clinic and become a routine 

practice for cancer physicians and patients. However, the application of 
AI in cancer immunotherapy still has some limitations, such as the 
insufficient amount of available data, lack of data sharing, data biases, 
lack of code sharing, and model interpretability. Currently, there is a 
trend of data bias in public datasets, with more data available from 
European sources than from Asian sources [219] (Table 2). Cell lines are 
essential tools in preclinical antibody development, and data obtained 
from these sources will complement experimental data obtained from 
patient-derived organoids [220]. In addition to data bias, there is also a 
gap between the ease of obtaining data from various platforms and the 
ease of access by external agencies for independent use, especially for 
private or controlled access datasets. The lack of data sharing prevents 
effective validation of the AI model across multiple centers. These 
problems can be mitigated through future clinical research, related da-
tabases, and the development of AI algorithms such as weakly super-
vised learning, semi-supervised learning, and active learning, which can 
reduce the burden of annotation [221]. Data variability is a significant 
challenge in implementing DL for immunotherapy, and the inconsis-
tency of data batches and quality issues often result in unsuccessful 
external validation. For example, the immunohistochemical staining 
intensity and quality between laboratories may differ. Therefore, it is 
essential to establish a standardized system including inclusion and 
exclusion criteria, such as the use of databases with standardized disease 
codes and unified vocabulary in electronic health records. 

AI systems need to go through multiple stages of development and 
evaluation in clinical trials to be used in clinics [218]. Implementing and 
adopting AI models to aid or enhance clinical workflows in the clinic 
requires addressing model uncertainty and interpretability. The AI 
model is an inscrutable "black box", leading clinical experts to distrust 
them. Model interpretability has received extensive attention, and many 
excellent reviews specifically focus on model interpretability 
[222–224]. The incorporation of prior knowledge into a transparent AI 
model and feature visualization are effective solutions. Technology 
forecasts have inherent inaccuracies. AI differs from human intelligence 
in several ways and being proficient in one area does not guarantee 
success in others. The uncertainty of the model may come from the data 
selection, data accuracy and completeness, inherent biases in the data, 
artefacts, and model specification error. AI, biologists, and clinicians 
should cooperate and learn from each other to better serve patients’ 
immunotherapy treatments. 

Technological advancements have allowed for a variety of methods 
to collect data at the individual patient level, and an ideal AI-based 
model for immunotherapy should include all data relevant to clinical 
information and biomarkers. Multimodal AI algorithms will play an 
important role in applications such as immunotherapy. A thorough 
understanding of learned models from both biological and clinical per-
spectives is essential for investigators who want to implement multi-
modal AI methods rationally. Depending on the goals of the study, 
understanding a model can arguably be as important as increasing its 
predictive power. The long-term prospects for this field of research are 
very promising, as immunotherapy, like other fields of biology, is un-
dergoing a transformation that is merging with computational and data 
science. Therefore, it is expected that ML and DL will make new progress 
in applications such as neoantigen recognition, antibody design, and 
immunotherapy response prediction. 
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[53] M. Bassani-Sternberg, E. Bräunlein, R. Klar, T. Engleitner, P. Sinitcyn, S. Audehm, 
M. Straub, J. Weber, J. Slotta-Huspenina, K. Specht, Direct identification of 
clinically relevant neoepitopes presented on native human melanoma tissue by 
mass spectrometry, Nat. Commun. 7 (1) (2016) 16. 

[54] B. Chen, M.S. Khodadoust, N. Olsson, L.E. Wagar, E. Fast, C.L. Liu, Y. Muftuoglu, 
B.J. Sworder, M. Diehn, R. Levy, M.M. Davis, J.E. Elias, R.B. Altman, A. 
A. Alizadeh, Predicting HLA class II antigen presentation through integrated deep 
learning, Nat. Biotechnol. 37 (2019) 1332–1343, https://doi.org/10.1038/ 
s41587-019-0280-2. 

[55] M. Bassani-Sternberg, D. Gfeller, Unsupervised HLA peptidome deconvolution 
improves ligand prediction accuracy and predicts cooperative effects in peptide- 
HLA interactions, J. Immunol. 197 (2016) 2492–2499, https://doi.org/10.4049/ 
jimmunol.1600808. 

[56] M. Rasmussen, M. Harndahl, A. Stryhn, R. Boucherma, L.L. Nielsen, F. 
A. Lemonnier, M. Nielsen, S. Buus, Uncovering the peptide-binding specificities of 
HLA-C: a general strategy to determine the specificity of any MHC class I 
molecule, J. Immunol. 193 (2014) 4790–4802, https://doi.org/10.4049/ 
jimmunol.1401689. 

[57] H. Rammensee, J. Bachmann, N.P. Emmerich, O.A. Bachor, S. Stevanović, 
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S. Ovchinnikov, M.S. Pacella, X. Pan, H. Park, R.E. Pavlovicz, M. Pethe, B. 
G. Pierce, K.B. Pilla, B. Raveh, P.D. Renfrew, S.S.R. Burman, A. Rubenstein, M. 
F. Sauer, A. Scheck, W. Schief, O. Schueler-Furman, Y. Sedan, A.M. Sevy, N. 
G. Sgourakis, L. Shi, J.B. Siegel, D.-A. Silva, S. Smith, Y. Song, A. Stein, 
M. Szegedy, F.D. Teets, S.B. Thyme, R.Y.-R. Wang, A. Watkins, L. Zimmerman, 
R. Bonneau, Macromolecular modeling and design in Rosetta: recent methods and 
frameworks, Nat. Methods 17 (2020) 665–680, https://doi.org/10.1038/s41592- 
020-0848-2. 

[120] B.D. Weitzner, J.R. Jeliazkov, S. Lyskov, N. Marze, D. Kuroda, R. Frick, J. Adolf- 
Bryfogle, N. Biswas, R.L. Dunbrack, J.J. Gray, Modeling and docking of antibody 
structures with Rosetta, Nat. Protoc. 12 (2017) 401–416, https://doi.org/ 
10.1038/nprot.2016.180. 

[121] J.A. Ruffolo, J. Sulam, J.J. Gray, Antibody structure prediction using 
interpretable deep learning, Patterns 3 (2022), 100406, https://doi.org/10.1016/ 
j.patter.2021.100406. 

[122] A. Kovaltsuk, J. Leem, S. Kelm, J. Snowden, C.M. Deane, K. Krawczyk, Observed 
antibody space: a resource for data mining next-generation sequencing of 
antibody repertoires, J.I 201 (2018) 2502–2509, https://doi.org/10.4049/ 
jimmunol.1800708. 

[123] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A.N. Gomez, Ł. Kaiser, 
I. Polosukhin, Attention is All you Need, n.d., 11. 

[124] M.I.J. Raybould, C. Marks, K. Krawczyk, B. Taddese, J. Nowak, A.P. Lewis, 
A. Bujotzek, J. Shi, C.M. Deane, Five computational developability guidelines for 
therapeutic antibody profiling, Proc. Natl. Acad. Sci. USA 116 (2019) 4025–4030, 
https://doi.org/10.1073/pnas.1810576116. 

[125] M.L. Chiu, D.R. Goulet, A. Teplyakov, G.L. Gilliland, Antibody structure and 
function: the basis for engineering therapeutics, Antibodies 8 (2019) 55, https:// 
doi.org/10.3390/antib8040055. 

[126] D. Akpinaroglu, J.A. Ruffolo, S.P. Mahajan, J.J. Gray, Simultaneous prediction of 
antibody backbone and side-chain conformations with deep learning, PLoS One 
17 (2022), e0258173, https://doi.org/10.1371/journal.pone.0258173. 

[127] B. Abanades, G. Georges, A. Bujotzek, C.M. Deane, ABlooper: fast accurate 
antibody CDR loop structure prediction with accuracy estimation, Bioinformatics 
38 (2022) 1877–1880, https://doi.org/10.1093/bioinformatics/btac016. 

[128] V.G. Satorras, E. Hoogeboom, M. Welling, E(n) Equivariant Graph Neural 
Networks, 2022. 〈http://arxiv.org/abs/2102.09844〉, (Accessed 9 October 2022). 

[129] S. Muyldermans, Nanobodies: natural single-domain antibodies, Annu. Rev. 
Biochem. 82 (2013) 775–797, https://doi.org/10.1146/annurev-biochem- 
063011-092449. 

[130] T. Cohen, M. Halfon, D. Schneidman-Duhovny, NanoNet: rapid and accurate end- 
to-end nanobody modeling by deep learning, Front. Immunol. 13 (2022), 958584, 
https://doi.org/10.3389/fimmu.2022.958584. 

[131] A. Davila, Z. Xu, S. Li, J. Rozewicki, J. Wilamowski, S. Kotelnikov, D. Kozakov, 
S. Teraguchi, D.M. Standley, AbAdapt: an adaptive approach to predicting 
antibody–antigen complex structures from sequence, Bioinform. Adv. 2 (2022), 
vbac015, https://doi.org/10.1093/bioadv/vbac015. 

[132] Z. Xu, A. Davila, J. Wilamowski, S. Teraguchi, D.M. Standley, Improved antibody- 
specific epitope prediction using AlphaFold and AbAdapt**, ChemBioChem 23 
(2022), https://doi.org/10.1002/cbic.202200303. 

[133] A. Jarasch, H. Koll, J.T. Regula, M. Bader, A. Papadimitriou, H. Kettenberger, 
Developability assessment during the selection of novel therapeutic antibodies, 
J. Pharmaceut. Sci. 104 (2015) 1885–1898, https://doi.org/10.1002/jps.24430. 

[134] Y. Xu, D. Wang, B. Mason, T. Rossomando, N. Li, D. Liu, J.K. Cheung, W. Xu, 
S. Raghava, A. Katiyar, C. Nowak, T. Xiang, D.D. Dong, J. Sun, A. Beck, H. Liu, 
Structure, heterogeneity and developability assessment of therapeutic antibodies, 
MAbs 11 (2019) 239–264, https://doi.org/10.1080/19420862.2018.1553476. 

[135] A.M. Wollacott, C. Xue, Q. Qin, J. Hua, T. Bohnuud, K. Viswanathan, V. 
B. Kolachalama, Quantifying the nativeness of antibody sequences using long 
short-term memory networks, Protein Eng. Des. Sel. 32 (2019) 347–354, https:// 
doi.org/10.1093/protein/gzz031. 

[136] D. Prihoda, J. Maamary, A. Waight, V. Juan, L. Fayadat-Dilman, D. Svozil, D. 
A. Bitton, BioPhi: a platform for antibody design, humanization, and humanness 
evaluation based on natural antibody repertoires and deep learning, MAbs 14 
(2022), 2020203, https://doi.org/10.1080/19420862.2021.2020203. 

[137] S. Mitragotri, P.A. Burke, R. Langer, Overcoming the challenges in administering 
biopharmaceuticals: formulation and delivery strategies, Nat. Rev. Drug Discov. 
13 (2014) 655–672, https://doi.org/10.1038/nrd4363. 

[138] J. Feng, solPredict: Antibody apparent solubility prediction from sequence by 
transfer learning, n.d., 27. 

[139] A. Rives, J. Meier, T. Sercu, S. Goyal, Z. Lin, J. Liu, D. Guo, M. Ott, C.L. Zitnick, 
J. Ma, R. Fergus, Biological structure and function emerge from scaling 
unsupervised learning to 250 million protein sequences, Proc. Natl. Acad. Sci. 
USA 118 (2021), e2016239118, https://doi.org/10.1073/pnas.2016239118. 

[140] P.-K. Lai, DeepSCM: an efficient convolutional neural network surrogate model 
for the screening of therapeutic antibody viscosity, Comput. Struct. Biotechnol. J. 
20 (2022) 2143–2152, https://doi.org/10.1016/j.csbj.2022.04.035. 

[141] N.J. Agrawal, B. Helk, S. Kumar, N. Mody, H.A. Sathish, H.S. Samra, P.M. Buck, 
L. Li, B.L. Trout, Computational tool for the early screening of monoclonal 
antibodies for their viscosities, MAbs 8 (2016) 43–48, https://doi.org/10.1080/ 
19420862.2015.1099773. 

[142] H. Wu, D.S. Pfarr, S. Johnson, Y.A. Brewah, R.M. Woods, N.K. Patel, W.I. White, J. 
F. Young, P.A. Kiener, Development of motavizumab, an ultra-potent antibody for 
the prevention of respiratory syncytial virus infection in the upper and lower 
respiratory tract, J. Mol. Biol. 368 (2007) 652–665, https://doi.org/10.1016/j. 
jmb.2007.02.024. 

[143] R.L. Kelly, Y. Yu, T. Sun, I. Caffry, H. Lynaugh, M. Brown, T. Jain, Y. Xu, K. 
D. Wittrup, Target-independent variable region mediated effects on antibody 
clearance can be FcRn independent, MAbs 8 (2016) 1269–1275, https://doi.org/ 
10.1080/19420862.2016.1208330. 

[144] B. Grinshpun, N. Thorsteinson, J.N. Pereira, F. Rippmann, D. Nannemann, V. 
D. Sood, Y. Fomekong Nanfack, Identifying biophysical assays and in silico 
properties that enrich for slow clearance in clinical-stage therapeutic antibodies, 
MAbs 13 (2021), 1932230, https://doi.org/10.1080/19420862.2021.1932230. 

[145] R. Ferrara, I. Matos, Atypical patterns of response and progression in the era of 
immunotherapy combinations, Future Oncol. 16 (2020) 1707–1713, https://doi. 
org/10.2217/fon-2020-0186. 

[146] W.A. Cooper, P.A. Russell, M. Cherian, E.E. Duhig, D. Godbolt, P.J. Jessup, 
C. Khoo, C. Leslie, A. Mahar, D.F. Moffat, et al., , Intra-and interobserver 
reproducibility assessment of PD-L1 biomarker in non–small cell lung 
cancerreproducibility of PD-L1 biomarker assessment in NSCLC, Clin. Cancer Res. 
23 (2017) 4569–4577, https://doi.org/10.1158/1078-0432.ccr-17-0151. 

[147] H. Brunnström, A. Johansson, S. Westbom-Fremer, M. Backman, D. Djureinovic, 
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